**Enron Submission Free-Response Questions**

**By Dominic Del Rosario**

1. Summarize for us the goal of this project and how machine learning is useful in trying to accomplish it. As part of your answer, give some background on the dataset and how it can be used to answer the project question. Were there any outliers in the data when you got it, and how did you handle those?  [relevant rubric items: “data exploration”, “outlier investigation”]

The goal of this project is to apply machine learning techniques to determine if a person is a Person of Interest (POI) in the Enron dataset. A Person of Interest (POI) is someone who was indicted, settled without admitting guilt or testified in exchange for immunity in the Enron Scandal. The Enron dataset is a collection of emails of about 150 users (145 to be exact) and other financial features. We will use this dataset to see what features will be used to tell if a user is a POI. For, there was one notable outlier in the financial data which was the total of the financial features. I simply dropped that value so it would not affect the analysis.

1. What features did you end up using in your POI identifier, and what selection process did you use to pick them? Did you have to do any scaling? Why or why not? As part of the assignment, you should attempt to engineer your own feature that does not come ready-made in the dataset -- explain what feature you tried to make, and the rationale behind it. (You do not necessarily have to use it in the final analysis, only engineer and test it.) In your feature selection step, if you used an algorithm like a decision tree, please also give the feature importances of the features that you use, and if you used an automated feature selection function like SelectKBest, please report the feature scores and reasons for your choice of parameter values.  [relevant rubric items: “create new features”, “properly scale features”, “intelligently select feature”]

In the dataset, there are 14 financial features from salary, bonus to director fees and 5 email features such as from person of interest to this employee and from this employee to person of interest. From the dataset, there are 18 POI (Person of interest) and 128 non-POI (non-Person of Interest). Practically all of these have missing values for financial features and email features. It can been seen in the output that the variables salary, to messages, deferral payments, total payments, exercised stock options, bonus, restricted stock, shared receipt with poi, restricted stock deferred, total stock value, expenses, loan advances, from messages, other, from this person to poi, director fees, deferred income, long term incentive and from poi to this person all have missing values.

I ran SelectKBest on the data to choose the features with the highest scores. I ended up using salary, bonus, total stock value and exercised stock options as features for the algorithm. The respective SelectKBest scores for those features are 18.6, 21, 24.5 and 25.1. This can be seen in the graph “Features by SelectKBest Scores. Upon examining the bar chart, you can see a drop-off after exercised stock options, total stock value, bonus and salary features. This is why I chose these four features.

I created a variable called poi\_num\_emails (person of interest number of emails) which is basically the number of emails that this employee sent to a person of interest plus the number of emails sent from a person of interest to this employee. It seemed to make sense to explore this since correspondence to and from a POI (person of interest) might be a factor. From the same chart mentioned above “Features by SelectKBest Scores, this new variable yielded a score of 4.96. Although not very high, I tried running the algorithm with 8 features including this new variable but I didn’t end up with as high a precision and recall than with the 4 features I chose. I ended up with a precision of 0.27 and recall of 0.25. So, it was dropped from the final feature set.

1. What algorithm did you end up using? What other one(s) did you try? How did model performance differ between algorithms?  [relevant rubric item: “pick an algorithm”]

I ended up using a Decision Tree algorithm. I started with a Naïve Bayes algorithm which yields a 0.83 accuracy. Then I tried a Decision Tree which yielded a 0.90 accuracy.

Finally, I tried a K-means algorithm which yielded a 0.88 accuracy. This is only yielded a precision of 0.27 and recall of 0.30. Since K-means uses Euclidean distance and we want all features to contribute equally, I performed feature scaling since some of the financial features range up until the millions of dollars but emails to and from only range up into the thousands.

I then used GridSearchCV to systematically find the best parameters. I found the “best” parameters for both an SVC (Support Vector Classification) algorithm and a Decision Tree algorithm but I ended going back to the original Decision Tree algorithm because once I ran the tester script, I was able to get a Precision of 0.32 and Recall of 0.33.

1. What does it mean to tune the parameters of an algorithm, and what can happen if you don’t do this well?  How did you tune the parameters of your particular algorithm? (Some algorithms do not have parameters that you need to tune -- if this is the case for the one you picked, identify and briefly explain how you would have done it for the model that was not your final choice or a different model that does utilize parameter tuning, e.g. a decision tree classifier).  [relevant rubric item: “tune the algorithm”]

To tune an algorithm means to optimize the algorithm. We are optimizing the performance and accuracy of the algorithm and our chosen features. As I stated above, I tried a few different algorithms such as Naïve Bayes, K-means, Decision Trees and Support Vector Classification (SVC). I used GridSearchCV to systematically find the best parameters but I ended using my original Decision Tree algorithm.

1. What is validation, and what’s a classic mistake you can make if you do it wrong? How did you validate your analysis?  [relevant rubric item: “validation strategy”]

Validation is important as it gives an estimate of performance of an independent dataset. Also, it serves as a check of overfitting Using a tester script that calculated precision and recall, I was able to continually test my progress of each iteration of the algorithms and feature selection. It’s also another way to check your progress. I started with around 20 features and was able to narrow down to 4 features with the Decision Trees algorithm.

In addition, because of the small size of the dataset, the script uses StratifiedShuffleSplit cross validation to evaluate performance of the algorithms in the task. StratifiedShuffleSplit will make randomly chosen training and test sets multiple times and average the results over all the tests. Also, since the data is unbalanced in that there are 18 POI (Person of Interest) versus 128 non-POI (non-Person of Interest), this will ensure that the ratio of POI:non-POI is the same in the training and test sets as in the larger data set.

1. Give at least 2 evaluation metrics and your average performance for each of them.  Explain an interpretation of your metrics that says something human-understandable about your algorithm’s performance. [relevant rubric item: “usage of evaluation metrics”]

As stated above, using a tester script that calculated precision and recall, I was able to continually test my progress of each iteration of the algorithms and feature selection. The goal from the beginning was to have at least 0.3 on precision and recall. Using the Decision Tree algorithm, we got precision of 0.32 and recall of 0.33. In other words, a precision of 0.32 means that the algorithm observing that an employee is a POI (person of interest), is the chance that the person is a POI (person of interest). A recall of 0.33 is the probability to correctly identify a POI (person of interest) provided that the person is a POI (person of interest).